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HUMAN SENSITIVITY TO CONCURRENT SCHEDULES OF
REINFORCEMENT: EFFECTS OF OBSERVING

SCHEDULE-CORRELATED STIMULI
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The determinants of human sensitivity to concurrent variable-interval variable-interval schedules of
reinforcement have been difficult to identify, in part because of procedural differences separating
published experiments. This experiment investigated vigilance to stimuli correlated with concurrent
schedules. Across phases, 3 college students were provided with either no schedule-correlated stimuli,
an observing response that provided brief access to the stimuli, or a contingency that required the
subject to identify the stimulus correlated with the source of each obtained reinforcer. Sensitivity, as
quantified by the generalized matching equation, was low when no stimuli were available. When the
stimuli were response contingent, 1 subject observed them, and her behavior became more sensitive
to the distribution of reinforcers across the concurrent schedules. When the procedure required
discrimination of the stimulus correlated with each reinforcer, the other 2 subjects also observed the
stimuli, and their schedule sensitivity was increased as well. These results implicate procedural dif-
ferences, rather than inherent behavioral differences, as the source of differences in sensitivity to
schedules of reinforcement between humans and nonhumans.

Key words: concurrent schedules, matching, schedule sensitivity, observing response, variable-inter-
val schedule, mouse click, college students

Answering the question of how sensitive
human behavior is to operant contingencies
has not been easy. The prevailing strategy has
been to compare the laboratory performanc-
es of humans with those of nonhuman ani-
mals under putatively similar schedules of re-
inforcement, with the animal performance
regarded as the benchmark (Perone, Galizio,
& Baron, 1988). Another strategy, with both
human and animal subjects, has been to mea-
sure behavior change following manipulation
of schedule parameters (Madden, Chase, &
Joyce, 1998; Perone et al., 1988). Either way,
the findings to date have been inconsistent
(for reviews, see Bradshaw & Szabadi, 1988;
Higgins & Morris, 1984; Horne & Lowe,
1993; Kollins, Newland, & Critchfield, 1997;
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Lowe, 1979; Mazur, 1998; Perone et al., 1988;
Pierce & Epling, 1983; Shull & Lawrence,
1998). Although some research suggests that
human behavior is as sensitive to reinforce-
ment as animal behavior, other research sug-
gests that human behavior is much less sen-
sitive. The differences between human and
animal data have been common enough to
lead some investigators to suggest that there
are fundamental differences in the principles
that govern human and animal behavior
(e.g., Davey, 1988; Horne & Lowe, 1993;
Lowe, 1979, 1983; Schwartz & Lacy, 1988;
Wearden, 1988). Others investigators, how-
ever, have argued that important procedural
variations between human and animal re-
search may account for many of the behav-
ioral differences, thus preserving hope that a
common set of principles will eventually be
found (e.g., Baron, Perone, & Galizio, 1991a,
1991b; Kollins et al., 1997; Perone et al.,
1988; Pierce & Epling, 1991; Shull &
Lawrence, 1991).

Concurrent schedules of reinforcement, in
conjunction with Baum’s (1974) generalized
version of Herrnstein’s (1961) matching
equation, provide a well-established method
for assessing sensitivity to changing contin-
gencies of reinforcement in quantitative
terms. According to the generalized match-
ing equation,
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(B1/B2) 5 k(R1/R2)a, (1)

where B1 and B2 are measures of the behavior
allocated to the two concurrent schedules, R1

and R2 are the rates of reinforcement on the
schedules, k is bias in the tendency to allocate
behavior to one schedule or the other, and a
is sensitivity to changes in the distribution of
reinforcers across the schedules. So that least
squares linear regression can be used to de-
termine the values of the constants, the equa-
tion is commonly used in its logarithmic
form:

log(B1/B2) 5 a log(R1/R2) 1 log k, (2)

where a is the slope and log k is the intercept
of the linear function relating the logs of the
behavior and reinforcement ratios.

Of primary interest is the sensitivity param-
eter of the generalized matching equation. A
value of one indicates that changes in the be-
havior ratios across the concurrent schedules
are perfectly proportional to changes in the
reinforcement ratios, a condition known as
ideal matching. Values below one indicate that
changes in behavior are less extreme than
changes in reinforcement, a condition of re-
duced sensitivity known as undermatching. Val-
ues above one indicate that changes in be-
havior are more extreme than changes in
reinforcement; this enhanced sensitivity to re-
inforcement is called overmatching.

According to a model proposed by Davison
and Jenkins (1985), discriminative stimuli
play a major role in sensitivity to concurrent
schedules of reinforcement. In their model,
the sensitivity parameter of Baum’s (1974)
generalized matching equation (a) is re-
placed by a parameter (dr) that reflects the
discriminability of the concurrently available
schedules, ranging from one (no discrimina-
bility) to infinity (maximal discriminability):

(B1/B2) 5 k(drR1 1 R2)/(dr R2 1 R1). (3)

The remaining terms are the same as those
in Equations 1 and 2. Assuming no bias (i.e.,
k 5 1), Equation 3 states that behavior ratios
across the concurrent schedules are deter-
mined by the reinforcement ratios only to the
extent that the two sources of reinforcement
are discriminated. As discriminability increas-
es, dr increases, and the equation predicts
that behavior ratios should more closely
match reinforcement ratios. Indeed, as dr ap-

proaches infinity, Equation 3 becomes the
equivalent of Equation 1 with a 5 1.0 (ideal
matching). By comparison, as the sources of
reinforcement become less discriminable, dr

approaches one, and Equation 3 predicts that
behavior should be distributed more equally
across the alternative schedules regardless of
the reinforcement distribution (undermatch-
ing). In support of the model, research using
Findley’s (1958) changeover-key procedure
with pigeons has shown that the discrimina-
bility parameter, and the degree of matching,
could be raised by increasing the physical dis-
parity between stimuli that signal the avail-
able schedules (Alsop & Davison, 1992; Mil-
ler, Saunders, & Bourland, 1980). More
recently, the model has been extended to ac-
count for choice among three, instead of just
two, alternative schedules (Davison & McCar-
thy, 1994).

The experimental literature on matching
in humans also lends support to the view that
sensitivity is enhanced by procedures that in-
crease the discriminability of the concurrent
schedules. In Bradshaw’s laboratory (the one
that has most consistently reported human
sensitivity that approaches ideal matching)
the procedures involve stimuli that bear an
ordinal relation to the relative rate of rein-
forcement afforded by the schedules. For ex-
ample, in Bradshaw, Szabadi, and Bevan’s
(1979) study, the leftmost lamp on the sub-
ject’s response panel was illuminated when
the leanest schedule was operative and each
successive lamp to the right was illuminated
as increasingly richer schedules became op-
erative (Takahashi & Iwamoto, 1986, also
used this arrangement in their demonstra-
tion of human matching). Stimuli bearing
such a nonarbitrary relation to reinforcement
may capitalize on an adult human subject’s
verbal and problem-solving skills and allow
rapid development of discriminative control.
Indeed, Bradshaw et al.’s 3 subjects over-
matched (a 5 1.20, 1.36, and 1.38). By com-
parison, when Horne and Lowe (1993) rep-
licated Bradshaw’s procedures without
ordinal stimuli, sensitivity was poor, and 4 of
5 subjects undermatched severely (a 5 0.53,
0.03, 0.04, 0.07, and 20.06).

The present experiment, like that of
Horne and Lowe (1993), assessed the sensi-
tivity of human behavior to concurrent sched-
ules without ordinal stimuli. The schedules
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Fig. 1. Illustration of visual display. A separate hollow
box moved independently within the boundaries on its
side of the work area. Movement of the mouse cursor
(which appears on left side of work area) was limited to
one side until a changeover response was made by click-
ing the left mouse button while the mouse cursor was
over the arrow button. Changeover responses relocated
the mouse cursor and on-screen buttons to the other side
of the work area. The ‘‘look’’ button initiated a 10-s pe-
riod in which schedule-correlated stimuli were presented
(see text for details). The latter button was not available
during the no-stimuli condition.

were correlated with arbitrarily selected col-
ors that bore no obvious relation to the
scheduled rates of reinforcement. The ques-
tion was whether sensitivity might be en-
hanced by manipulations that increased at-
tention to these arbitrary stimuli and, in turn,
the discriminability of the schedules they ac-
companied. In each condition, college stu-
dents were exposed to several different pairs
of variable-interval (VI) schedules, so that
sensitivity (a) could be measured. In the first
condition, schedule-correlated colors were
unavailable. In the second condition, brief ac-
cess to the colors was contingent on an ob-
serving response. In the third condition, the
observing contingency was unchanged, but
the monetary reinforcers were delivered only
if the subject could correctly identify the col-
or correlated with the source schedule. This
manipulation was designed not only to in-
crease observing rates but to require discrimi-
nation of the sources of reinforcement. Ac-
cording to Davison and Jenkins’ (1985)
model, this step should ensure a high degree
of sensitivity to the concurrent schedules.

METHOD

Subjects

College students were recruited for volun-
tary participation by advertisements posted
around West Virginia University and in the
campus newspaper. Four women were select-
ed from the pool of applicants because, ac-
cording to their responses to a questionnaire,
they were experimentally naive, needed mon-
ey, and had no more than an introductory
course in psychology. Before giving informed
consent, each subject participated in a trial
session to illustrate the basic procedure and
to ensure that she could move a computer
mouse comfortably and name the colors to
be used as schedule-correlated stimuli. One
subject withdrew after the second experimen-
tal condition, and her data will not be pre-
sented or discussed because she engaged in
no observing behavior. The remaining sub-
jects were 22 (Subject S1), 31 (S2), and 20
(S3) years old. They were paid a base rate of
$0.40 for each 20-min session, plus the mon-
etary reinforcers obtained during the session.
Earnings averaged $4.18 per hour.

Apparatus

Each subject sat alone in a quiet room, at
a table with a response console containing a
14-in. VGA color computer monitor, a com-
puter mouse, and two push buttons. A black
button, the ‘‘reinforcer collection’’ button,
was mounted on the face of the console, 3
cm from the right edge. A red button was
mounted on top of a small aluminum box
connected to the left side of an arm of the
console that projected 30 cm toward the left
side of the subject. These buttons closed sep-
arate circuits when pressed with a force of ap-
proximately 1 N. The mouse was placed on a
pad in front of the response panel. White
noise was delivered through headphones to
mask extraneous sounds. A microcomputer
in an adjacent room was used to control the
experimental events and record the data.

General Procedure

Each subject came to the laboratory 5 days
per week, and each day there were five 20-
min sessions separated by brief rest periods.

Response. As shown in Figure 1, white
frames divided the computer screen into two
areas, defining the locations in which the sub-
ject could respond on two concurrently avail-
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able VI schedules. The reinforced response
was clicking the left button of the computer
mouse while the mouse cursor (a 0.5-cm solid
white square) was on a target (a 1-cm hollow
white square) that moved about the response
area at a rate of 1 cm per second. There was
one target in each response area. Each tar-
get’s movement was independent of the oth-
er, and directions were randomly changed ev-
ery 2 s. When a target contacted the frame
surrounding the response area, it changed di-
rection, appearing to bounce off the frame.
Because the subject had to track a moving
target to make an effective response, the pro-
cedure encouraged the subject to watch the
computer screen throughout the session.
Feedback for effective responses was provid-
ed by ‘‘flashing’’ the target: The hollow box
turned solid for 0.02 s.

Switching between the schedules. At the begin-
ning of each session, the mouse cursor was
placed in one of the two response areas at
random. Responding on the moving target
was limited to that area until a changeover
response was made by moving the cursor to
an on-screen changeover button and clicking
the left mouse button twice. The changeover
button was located directly above the cur-
rently chosen response area, and was in-
scribed with an arrow pointing in the direc-
tion of the next changeover (e.g., if the
current response area was on the left, as in
Figure 1, the arrow pointed to the right). Two
clicks on the changeover button relocated
the mouse cursor (and changeover button)
and allowed the subject to use the mouse to
track and click the target in the other re-
sponse area. First, however, there was a 3-s
changeover delay, during which the comput-
er screen was blank except for the text ‘‘com-
puter reconfiguring.’’ The response areas,
targets, and mouse cursor were not on display
during the changeover delay, so the instru-
mental response was not available. Other be-
havior, such as clicking the mouse buttons,
had no programmed consequences.

Reinforcement. When clicking the target ful-
filled the reinforcement contingency pro-
grammed on that target, the target turned
solid and remained so until the subject
pressed the black button on the face of the
console, or until 2 s elapsed. If the button was
pressed in time, the screen was blank except
for a message indicating that ‘‘Four cents has

been added to your earnings. Press left
mouse button to continue.’’ If the subject
failed to press the button on the console, the
message was ‘‘Too late. No money. Press the
left mouse button to continue.’’ In either
case, after the subject clicked the left mouse
button, the framed response areas, moving
targets, and mouse cursor were restored. All
schedule timers and the session clock were
suspended during the reinforcer-delivery pe-
riod (i.e., from the point at which the console
button was pressed or the ‘‘too late’’ screen
was presented, until the mouse button was
clicked to clear the on-screen message).

Eliminating extraneous behavior. Throughout
each session, the subject was required to hold
down the red button on the left side of the
console. Releasing the button initiated a 5-s
timeout, during which the schedule timers
and session clock were suspended and the
screen was blank except for this message: ‘‘Il-
legal button release. You must hold down the
red button at all times.’’ If the red button was
not pressed at the end of the 5 s, the timeout
was restarted. The requirement to hold down
the red button, in conjunction with the re-
quirement to watch and track a moving tar-
get, was designed to occupy the subject’s eyes
and hands. The objective was to discourage
the subject from leaving the apparatus or en-
gaging in other behavior that might diminish
the opportunity for schedule control to de-
velop.

Schedules. Independent VI schedules were
programmed on the two response areas. The
sequence of 15 intervals comprising each
schedule was generated using Fleshler and
Hoffman’s (1962) procedure. The mean VI
values were 10 s, 26 s, 65 s, 164 s, and 410 s.
The intermediate schedule, VI 65 s, was
paired with each of the others to create re-
inforcer ratios, in logarithmic terms, ranging
from 20.8 to 10.8. The order of schedule
presentation is shown in Table 1.

One goal of this experiment was to mea-
sure rates at which the subject observed stim-
uli correlated with the concurrent VI sched-
ules. If each session had only a single pair of
schedules (e.g., VI 10 s on the left and VI 65
s on the right), then the subject might ob-
serve the stimuli just once per session, be-
cause subsequent observations would always
yield the same stimulus configuration. To en-
courage higher rates of observing, the sched-
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Table 1

Values of the variable-interval schedules comprising the two pairs of concurrent schedules in
each phase of each condition, along with the colors that could accompany the schedules and
the number of sessions per phase. In the no-stimuli condition the frames of the two response
areas were always white. In other conditions the white frames could be replaced by colored
frames correlated with the schedules, contingent on an observing response. The two phases
within each condition were conducted in the order shown for Subjects S1 and S2 (i.e., A then
B); for S3, however, the phases were conducted in reverse order (B then A).

Condition Phase

Sessions

S1 S2 S3

Concurrent VI schedules and colors

First pair Second pair

No stimuli A 11a 15 21 65 (W), 10 (W) 65 (W), 410 (W)
B 21 11 16 65 (W), 26 (W) 65 (W), 164 (W)

Observing A 11 23 15 65 (R), 10 (B) 65 (R), 410 (Y)
B 12 22 65 (R), 26 (M) 65 (R), 164 (G)

Naming A 2 20 30 65 (R), 10 (LG) 65 (R), 410 (LB)
B 2 27 22 65 (R), 26 (LR) 65 (R), 164 (C)

Observing (replication) A 16b 14 12 65 (R), 10 (B) 65 (R), 410 (Y)
B 22b 10 22 65 (R), 26 (M) 65 (R), 164 (G)

No stimuli (replication) A 10b 10 10 65 (W), 10 (W) 65 (W), 410 (W)
B 10b 10 10 65 (W), 26 (W) 65 (W) 164 (W)

Note. Color abbreviations: B 5 blue, C 5 cyan, G 5 green, LB 5 light blue, LG 5 light gray, LR 5 light red, M 5
magenta, R 5 red, Y 5 yellow, W 5 white.

a Sessions conducted after instructions about responding on both sides of the screen. The total number of sessions
in Phase A was 39.

b Nonindependent concurrent schedules in these sessions.

Fig. 2. Hypothetical sequence of programmed chang-
es between concurrent VI VI schedules. Variable-interval
schedules operative on the left and right sides of the
work area of the computer screen are shown. Horizontal
lines aligned with each set of concurrent schedules illus-
trate the time that the indicated concurrent schedule was
operative before a programmed change to another con-
current schedule (i.e., a change initiated by the comput-
er rather than a changeover response). See text for ad-
ditional details.

ules and available stimuli had to be changed
occasionally within each session. Thus, two
pairs of VI schedules alternated unpredict-
ably within each session. For example, some-
times a VI 10 s schedule would be paired with
VI 65 s, and at other times VI 410 s would be
paired with VI 65 s. In addition, the individ-
ual schedules comprising the pair would oc-
casionally trade places. For example, some-
times VI 10 s would be on the left and VI 65
s on the right, but at other times within the
same session, VI 65 s would be on the left and

VI 10 s on the right. A graphic illustration of
these changes, for part of a session, is shown
in Figure 2.

Once in operation, a single pair of sched-
ules was continued for 40 s to 400 s before
being replaced by the other pair of schedules.
The two pairs alternated 3 to 11 times over
the course of a session, until each had been
in operation for 10 min. To ensure that po-
sition biases could be detected, each individ-
ual member of the pairs was assigned to the
left and right response areas equally (i.e., 5
min per side per session).

As shown in Table 1, each experimental
condition consisted of two phases, each in-
volving a different pair of schedules. Esti-
mates of sensitivity in each condition were
based on reinforcer ratios derived from eight
pairs of concurrent schedules. This is because
each schedule in a pair was sometimes ar-
ranged on the right response area and some-
times on the left. Thus, each pair of schedules
shown in Table 1 (e.g., VI 65 s and VI 10 s)
produced two reinforcer ratios (e.g., in log
terms, the ratio of left to right reinforcement
rates was 20.8 when VI 65 s was on the left
and was 10.8 when VI 10 s was on the left).

Stability criteria. Except as noted below, each
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phase continued for at least 10 sessions, and
until behavior stabilized. Judgments about
stability were based on relative response rates
(i.e., response rates on the left divided by the
sum of rates on the left and right) calculated
for each pair of schedules, with separate con-
sideration of the two possible spatial config-
urations of the individual VIs. For example,
in the phase illustrated in Figure 2, there are
two pairs of concurrent schedules (VI 10 s
with VI 65 s and VI 410 s with VI 65 s), and
each pair is presented in two ways (e.g., VI 10
s on the left and VI 65 s on the right, and
vice versa), yielding a total of four schedule
configurations. Relative rates were calculated
for all four such configurations.

The stability criteria considered the most
recent six sessions. For each relative rate, we
calculated the difference between the mean
of the first three sessions and last three ses-
sions. The differences for three of the four
relative rates had to be no more than 0.15.
In addition, session-by-session graphs of the
rates had to be free of trend, as judged by
visual inspection. If the arithmetic criterion
was not met after 20 sessions, the phase was
ended as soon as visual inspection indicated
the absence of trend. In the end, of all dif-
ference scores calculated to assess stability,
94% were less than 0.15 and 85% were less
than 0.10.

Experimental Conditions

The strategy was to assess sensitivity (a) in
three experimental conditions that differed
in terms of access to discriminative stimuli.
Within each condition, the assessment was
based on results from four pairs of concur-
rent schedules, two per phase, as summarized
in Table 1.

No stimuli. In the first condition, schedule-
correlated stimuli were unavailable. The
frames defining the two response areas were
always white, regardless of the schedule pro-
grammed on each area. These instructions
were displayed on the computer screen be-
fore each session:

To earn money, put the mouse cursor in one
of the hollow boxes on the screen and press
the left mouse button. When you have made
a successful response inside one of the hollow
boxes, the box will briefly turn solid. You can
move the mouse from one side of the screen
to the other by positioning the mouse cursor

over the button at the top of the screen with
the arrow on it, and pressing the left mouse
button. When either of the hollow boxes turns
to a solid box for longer than just an instant,
you have earned money. To collect your mon-
ey, press the black button on the console in
front of you. You will have to press it quickly
or you will lose the money you earned. You
must hold down the red button to your left
throughout the session. Releasing the button
will start a 5-second delay during which you
may not earn any money. It’s up to you how
frequently or infrequently you want to re-
spond.

Before the first session the experimenter read
the instructions aloud while pointing to the
mouse and buttons at appropriate times.
Questions were answered by referring the
subject to the instructions or by saying, ‘‘You
will figure that out by working on the task.’’

Because Subject S1 responded exclusively
on one side of the screen during the first 15
sessions of Phase A, she was read the follow-
ing supplemental instructions before Session
16 (but these instructions were not added to
the on-screen display):

You can earn money by pressing the mouse
button while the mouse cursor is over the left
or right hollow box. It is up to you to decide
which box to use at any given time. You are
free to switch back-and-forth at any time dur-
ing the session.

Subject S1’s changeover rate increased im-
mediately following these instructions, and
the phase was continued until the stability cri-
teria had been satisfied.

Observing. During the next condition, a sec-
ond on-screen button, located next to the
changeover button, was introduced to serve
as an observing response. The word ‘‘look’’
was inscribed on the button (see Figure 1).
When the subject used the mouse to click the
button, schedule-correlated colors were pre-
sented for 10 s. That is, the frames defining
the two response areas and the response tar-
get moving within each area were changed
from white to colors correlated with the VI
schedules. If, for example, a subject emitted
an observing response while the VI 10-s
schedule was operative on the left and the VI
65-s schedule was operative on the right, then
the left frame and target would change from
white to blue and the right frame and target
would change to red, all for 10 s. Observing
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responses during the 10-s stimulus periods
had no programmed consequences and were
not recorded. After the 10-s period elapsed,
the frames and response targets changed
back to white until the next observing re-
sponse. As summarized in Table 1, each VI
schedule was correlated with a unique color,
and the same color–schedule correlations
were used with all subjects.

The instructions displayed on the comput-
er screen before each session included the
following addendum, which appeared in red
letters:

The ‘‘look’’ button at the top of the screen
will allow you to look at the different colors
on the sides of the screen for some time. It is
completely up to you whether you want to
‘‘look’’ or not.

Once again, these instructions were read
aloud to the subject before the first session
of the condition.

During Phase A of the initial observing
condition, Subject S1 developed a pattern of
responding exclusively on the richer of the
concurrently available schedules. To encour-
age some distribution of responses across the
two alternatives, the independent concurrent
schedules were replaced with nonindepen-
dent schedules arranged according to Stubbs
and Pliskoff’s (1969) procedure. A single VI
schedule was programmed and reinforcers
were assigned to the two response areas at
probabilities that, on average, arranged the
same interreinforcement intervals as the in-
dependent schedules. The nonindependent
scheduling procedure was used with Subject
S1 (and only S1) during the replications of
the observing and no-stimuli conditions. Sub-
ject S1 was not instructed about this change
in procedure.

Naming the source of reinforcement. The third
condition continued to make schedule-cor-
related stimuli available via observing re-
sponses, although new colors were correlated
with the schedules (with the exception of the
VI 65-s schedule, which remained red). In ad-
dition, the subject was required to identify
the stimulus correlated with the schedule
from which each reinforcer was obtained. Af-
ter the subject pressed the black button on
the console to collect a reinforcer, three col-
ored rectangles were arranged vertically on
the screen with the message ‘‘Identify the col-

or from which you obtained the money.’’ The
three colors were the ones correlated with
the VI schedules operative in the current
phase, with the position of the correct color
randomly assigned (recall that one member
of each pair of concurrent schedules was al-
ways VI 65 s, so there were only three unique
schedules in any given session; see Table 1).
The subject chose a color by moving the
mouse cursor over it and clicking the left
mouse button. The chosen color was then
surrounded by a white rectangle while the re-
inforcement message was presented or, in the
event of an error, while the reinforcer was
canceled and the message was ‘‘Incorrect
choice. No money. Press the left mouse but-
ton to continue.’’ No time limit was placed
on selecting a color, but the schedule and ses-
sion timers were suspended throughout this
extension of the reinforcement period. No
new instructions were added in this condi-
tion.

Replications. After the naming condition,
the observing and no-stimuli conditions were
replicated. Each phase of the observing rep-
lication was continued until stability was
achieved. In the no-stimuli replication, how-
ever, each phase was continued for 10 ses-
sions because that was sufficient to establish
the disintegration of the control that had
been achieved previously.

RESULTS

Figure 3 shows the number of observing
responses in each session in which response-
contingent stimuli were available. In each
condition, filled circles show data from Phase
A (in which VI 65 s was paired with VI 10 s
and VI 410 s) and unfilled circles show data
from Phase B (in which VI 65 s was paired
with VI 26 s and VI 164 s). In the initial ob-
serving condition, Subject S1 was the only
one to produce the stimuli frequently. Be-
cause Subject S2 stopped observing altogeth-
er during the last 12 sessions of Phase A, we
decided to conserve resources by omitting
Phase B. In the naming condition, when the
subjects were required to identify the source
of each monetary reinforcer, all 3 subjects ob-
served reliably. Subject S1, who had already
acquired the observing response, was ex-
posed to only four sessions of the naming
condition to assess whether she could identify
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Fig. 3. Number of observing responses made per session in the observing and naming conditions (the no-stimuli
condition is not represented because observing responses were unavailable).

the sources of reinforcement. The subject was
correct in 99% of the cases. The other sub-
jects also were accurate during the stable ses-
sions. Subject S2 correctly identified the
source of reinforcement in 99% of the cases,
and Subject S3 did so in 96%. The last con-
dition shown in Figure 3 is the observing rep-
lication. Even though the subjects were no
longer required to name the source of rein-
forcement, observing behavior was main-
tained, albeit at lower rates for S3.

The Appendix shows, for the last six ses-
sions of each phase, summary measures of
the absolute response rates, time allocations,
and reinforcer rates for every pair of sched-
ules. Matching of behavior and reinforce-
ment is assessed graphically in Figure 4,
based on response allocation between the
concurrent schedules, and Figure 5, based on
time allocation. The regression lines fit the
data adequately. Across subjects and condi-

tions, values of r2 averaged .82 (SD 5 .08) for
response allocation and .82 (SD 5 .10) for
time allocation. The mean squared error
scores averaged 0.21 (SD 5 0.14) for response
allocation and 0.15 (SD 5 0.06) for time al-
location. As shown by the y intercept of the
regression lines (log k), none of the subjects
showed strong position bias, with values av-
eraging 20.08 (SD 5 0.06) for response al-
location and 20.06 (SD 5 0.04) for time al-
location.

In Figure 4, changes in response ratios un-
dermatched the manipulation of reinforcer
ratios when no stimuli accompanied the VI
schedules. Although all subjects’ sensitivity
values (regression slope, a) were positive,
none exceeded 0.43 in either exposure to the
no-stimuli condition (left panels). During the
first exposure to the observing condition
(middle panels), Subject S1 responded al-
most exclusively to the richer VI schedule; no
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Fig. 4. Logarithmic response ratios plotted as a function of logarithmic obtained reinforcement ratios, based on
data from the final six sessions of each condition. Initial exposure to each condition is shown by filled circles (and
solid regression lines), and replications are shown as unfilled circles (and dashed regression lines). Linear equations
are provided for each data set (initial exposures in the upper left, replications in the lower right). Pearson r2 and
mean squared error values (in parentheses) are provided below each equation.

data from this exposure are shown in Figure
4 because some obtained reinforcement ra-
tios contained a zero and therefore were un-
defined. The unfilled circles in S1’s middle
panel show results when the concurrent
schedules were reprogrammed as noninde-
pendent schedules. The subject overmatched
(a 5 1.88). For Subjects S2 and S3, initial ex-
posure to the observing condition did not
change response allocations because these
subjects failed to acquire the observing re-
sponse at this point (only four filled circles
are shown for S2 because, for reasons de-
scribed above, she was exposed only to Phase
A). When S2 and S3 were required to identify
the source of reinforcement in the naming
condition (right panels), and they did ob-
serve the schedule-correlated stimuli, their
response ratios were more sensitive to the re-
inforcement ratios. The values of their sensi-
tivity parameters increased by at least 0.47 to

values of 1.25 and 0.72, respectively. These
values were sustained when the naming con-
tingency was removed in the observing rep-
lication (middle panels).

Figure 5 shows the analysis of time alloca-
tion across the concurrent schedules. The ba-
sic results parallel those in Figure 4, with one
noteworthy exception: In conditions in which
response ratios overmatched reinforcer ra-
tios, time ratios were moderated somewhat.
In the naming condition and observing rep-
lication, Subject S2’s response-ratio sensitivity
values were 1.25 and 1.09, respectively (see
Figure 4), but the corresponding values for
time allocation were 0.96 and 0.95 (Figure 5).
Subject S1 provides a more extreme example.
During the observing condition, her re-
sponse-ratio sensitivity was 1.88 (Figure 4),
but her time allocation sensitivity was 1.26
(Figure 5). This reduction occurred because
she tended to emit a single response on the
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Fig. 5. Logarithmic time-allocation ratios plotted as a function of logarithmic obtained reinforcement ratios.
Format follows that of Figure 4.

leaner of the two schedules before switching
back to the richer one. Because the subject
took time to relocate the mouse cursor over
the changeover button after almost every sin-
gle response on the leaner schedule, the time
spent on each response on that schedule was
considerably greater than the time needed
for any one response (of many) on the richer
schedule.

DISCUSSION

Human sensitivity to concurrent VI VI
schedules of reinforcement was improved
when subjects observed schedule-correlated
stimuli. When such stimuli were unavailable,
changes in behavior across schedule alterna-
tives undermatched experimental manipula-
tion of reinforcement ratios (i.e., behavior
was relatively insensitive to reinforcement).
When subjects were given the opportunity to
observe schedule-correlated stimuli, 1 subject
did and 2 did not. The subject who acquired

the observing response shifted from under-
matching to overmatching (i.e., hypersensitiv-
ity), whereas those who did not observe
showed no change in sensitivity. When sub-
jects were required to correctly identify the
source of each obtained reinforcer (or forfeit
the money earned), observing response rates
and sensitivity parameter values increased for
subjects who had previously been insensitive
to changes in concurrent-schedule parame-
ters. When subjects were no longer required
to identify the source of each reinforcer, ob-
serving was maintained and sensitivity param-
eter values remained high. However, when ac-
cess to schedule-correlated stimuli was
removed, sensitivity parameter values dramat-
ically decreased.

Consistent with data reported by Horne
and Lowe (1993), our findings suggest that
schedule-correlated stimuli are critical in the
development of human sensitivity to concur-
rent schedules of reinforcement (see also
Takahashi & Iwamoto, 1986). When these
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stimuli were either unavailable or unob-
served, extreme undermatching predominat-
ed, but when they were available and ob-
served, response and time allocations more
closely matched obtained reinforcement ra-
tios.

In animal experiments, the stimuli that ac-
company the reinforcement schedules are
highly salient (e.g., they may be among the
few sources of illumination in the operant
chamber), and observing these stimuli may
be virtually unavoidable (e.g., pigeons pre-
sumably observe these stimuli each time they
peck a distinctively colored key or a key in a
particular location). Under these conditions,
relative response rates approximately match
relative rates of reinforcement, and behavior
is highly sensitive to changing concurrent
schedules of reinforcement (e.g., Davison &
McCarthy, 1988; deVilliers, 1977). When ex-
perimenters arrange identical schedule-cor-
related stimuli across the concurrent sched-
ules (in much the same way that we did in
our no-stimuli conditions), animal behavior is
considerably less sensitive to changing sched-
ule contingencies (Alsop & Davison, 1991;
Miller et al., 1980), an outcome that is con-
sistent with our findings.

In experiments that have examined human
sensitivity to concurrent schedules of rein-
forcement, schedule-correlated stimuli are
freely available but they frequently lack the
salience they enjoy in the animal operant
chamber. Unlike animals, human subjects
usually can emit responses and collect rein-
forcers without looking at the stimuli. The
rate at which human subjects actually do look
at schedule-correlated stimuli is unmeasured
and, therefore, unknown. Reports that hu-
man subjects frequently assume a sleeping
posture or fall asleep during operant experi-
ments (e.g., Buskist, Newland, & Sherburne,
1991; Matthews, Shimoff, Catania, & Sagvol-
den, 1977; Shimoff, Catania, & Matthews,
1981), and our finding that only 1 subject ob-
served schedule-correlated stimuli when not
required to do so, suggest that the usual rate
of observing may be low. Failure to observe
schedule-correlated stimuli may undermine
discrimination between the different sources
of reinforcement in concurrent-schedule pro-
cedures, thereby resulting in insensitivity
(e.g., Alsop & Davison, 1991; Davison & Jen-
kins, 1985).

If observing schedule-correlated stimuli
plays an important role in matching, and if
we assume that humans typically do not ob-
serve, then how can empirical reports of hu-
man matching be understood in light of our
findings? An analysis of the procedures used
in those studies that report success in pro-
ducing human matching suggests that all the
procedures increase either the discriminabil-
ity or the salience of schedule-correlated stim-
uli (when compared with studies in which hu-
man behavior is insensitive to concurrent
schedules of reinforcement). The majority of
these studies were conducted by Bradshaw
and colleagues (e.g., Bradshaw, Szabadi, &
Bevan, 1976, 1979; Bradshaw, Szabadi, Bevan,
& Ruddle, 1979; Ruddle, Bradshaw, Szabadi,
& Bevan, 1979) and, as discussed earlier, their
practice was to arrange stimuli bearing an or-
dinal relation to the reinforcement rates af-
forded by the concurrent schedules (Taka-
hashi & Iwamoto, 1986, also demonstrated
matching in humans with ordinally arranged
stimuli). Horne and Lowe (1993) demon-
strated that without this stimulus arrange-
ment, humans were insensitive to changing
concurrent schedules.

If studies using ordinal stimuli are removed
from the pool of experiments that have dem-
onstrated human matching, then three stud-
ies remain: Schroeder and Holland (1969),
Baum (1975), and Buskist and Miller (1981).
In each of these experiments, reinforcement
was contingent on the subject’s continuous
attention to schedule-correlated stimuli to de-
tect available reinforcers, a procedure fre-
quently referred to as a ‘‘vigilance task.’’
Schroeder and Holland’s subjects monitored
two sides of a display panel to detect and re-
port intermittent pointer deflections paired
with money. Baum’s subjects monitored a
screen bathed in schedule-correlated colors
so they could detect occasional incoming
‘‘missiles’’ that functioned as reinforcers.
Buskist and Miller’s subjects monitored the
status of two vending machine doors (open
or closed) in their attempts to obtain food
reinforcers. Our findings join those of these
experiments in suggesting that observing
schedule-correlated stimuli is an important
component of human sensitivity to concur-
rent schedules of reinforcement.
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